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Target Enclosing and Trajectory Tracking for a

Mobile Robot With Input Disturbances
Xiao Yu and Lu Liu

Abstract—This letter investigates two control problems of
a unicycle-type mobile robot: target enclosing and trajectory
tracking. The existence of disturbance in velocities, i.e., the input
channels of a mobile robot, is considered in both problems. The
input disturbance is assumed to be generated by a linear exoge-
nous system, which can be used to describe linear combinations
of a finite number of sinusoidal signals and step signals. Two
dynamic control laws are proposed respectively, such that the
disturbance rejection is achieved and global asymptotic stability
of the closed-loop system is guaranteed. Finally, simulation results
of an example verify effectiveness of the proposed control laws.

Index Terms—Adaptive control, autonomous vehicles, nonholo-
nomic systems.

I. INTRODUCTION

C
ONTROLLING a unicycle-type mobile robot has been

a popular and important topic since the end of the last

century, see a review [1] and references therein. Many works

focus on two typical control problems of a mobile robot: target

enclosing and trajectory tracking.

Enclosing a target by one or multiple mobile robots can be

applied to securing, monitoring, or localizing an object of in-

terest. Significant effort has been devoted to studying the target

enclosing control problem in the past decade. In particular, a

gradient control law was developed in [2], such that mobile

robots move around a beacon with spacing arrangement. In

[3], target enclosing of the mobile robot with limited visibility

was investigated. In [4], a hybrid control law was developed

based on some prescribed regions around the target. In [5],

controllers without using bearing angle measurements were

proposed for target enclosing.

Tracking a reference trajectory by a mobile robot is another

fundamental and classic control problem which has been

extensively studied. In [6], the problem was solved via a

time-varying state feedback controller based on backstepping

technique. In [7], sliding mode control technique was applied

in controller design. In [8], velocity saturation was considered

and the problem was solved if a P.E. condition on reference

velocities is satisfied. In [9], a single saturated controller was

proposed to simultaneously solve both tracking and regulation

problems. In [10], the constraint of positive-minimum linear

velocity was handled with the constrained control Lyapunov

function method. The same velocity constraint was also re-

solved in [11] by properly using bounded functions in con-

troller. In [12], an observer based controller was proposed in
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the absence of relative heading angle, and in [13], a vision

based controller was developed without using relative position.

However, all aforementioned works did not take into ac-

count any disturbances, so that the obtained results were not

applicable to many practical scenarios where there always

exist some kinds of disturbances. In [14] and [15], bounded

kinematic disturbances which violates the nonholonomic pure

rolling and non-slipping constraint were considered in trajec-

tory tracking control problem of a mobile robot. In [16], a

comprehensive study on modeling and control of a mobile

robot with the kinematic disturbances originated from the

wheel skidding and slipping was presented. Later in [17], a

GPS-based tracking controller was proposed to handle one of

the disturbances in [16]. Some recent works considered the

existence of disturbance in velocities, i.e., the input channels

of a mobile robot. In [18], consensus of mobile robots with

a bounded input disturbance generated by a linear exogenous

system was achieved. The system matrix of the exogenous

system satisfies a strong assumption, which limits the scope of

the disturbances. In [19], the same disturbance was considered

in distributed rendezvous and tracking control problems of

mobile robots. In [20], the assumption on disturbances was

relaxed to those subject to a known bound. Then, sliding mode

control technique was used in controller design, which yields

the chattering in the heading angles of mobile robots.

In this letter, a class of input disturbances generated by a

linear exogenous system is considered. Two dynamic control

laws are proposed for the target enclosing and trajectory track-

ing control problems respectively, such that both problems

can be solved with full disturbance rejection. Different from

[18] and [19], the system matrix of the exogenous system

is only required to satisfy a mild assumption such that the

concerned disturbances can describe linear combinations of

a finite number of sinusoidal signals and step signals. For a

mobile robot with such class of disturbances, our proposed

control laws have advantages over that in [20] in the sense

that the knowledge of the bound of the disturbances is not

required, and no chattering will exist.

The rest of this letter is organized as follows. In Section II,

we give the problem formulation. In Section III, two proposed

control laws along with stability analysis are presented. Sec-

tion IV shows simulation results of an example. In Section V,

the conclusion is drawn.

Notations: For a matrix A ∈ R
n×n, A > (<) 0 and A ≥

(≤) 0 denote that A is positive (negative) definite and positive

(negative) semi-definite respectively.
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II. PROBLEM FORMULATION

Consider a unicycle-type mobile robot subject to distur-

bances in both linear velocity and angular velocity, and the

kinematics the mobile robot is described by

ẋ = (v + ε1) cos θ, ẏ = (v + ε1) sin θ, θ̇ = ω + ε2, (1)

where p := [x y]T ∈ R
2 and θ ∈ R are the position and

heading angle of the robot in the inertial frame respectively.

v ∈ R and ω ∈ R are the linear velocity and angular velocity

respectively and they are considered as the control inputs of

system (1). ε := [ε1 ε2]
T ∈ R

2 is a disturbance generated by

the following linear exogenous system

ε = [bT

1z bT

2z]
T, ż = Sz, (2)

where z ∈ R
m, b1, b2 ∈ R

m are constant vectors, and the

constant matrix S ∈ R
m×m satisfies the following assumption.

[A1] The matrix S is marginally stable, i.e., the eigenvalues

of S have non-positive real part and those eigenvalues with

zero real part are semi-simple.

In this letter, we consider two control problems of a mobile

robot (1) with respect to a target located at p0 := [x0 y0]
T.

First, the target enclosing control problem is studied. The

objective is to design [v ω]T such that a mobile robot (1) can

encircle a given stationary target p0 with a counterclockwise

circular motion.

Second, the trajectory tracking control problem is investi-

gated. The objective is to design [v ω]T such that a mobile robot

(1) can track a reference trajectory generated by a moving

target with the following dynamics:

ẋ0 = v0 cos θ0, ẏ0 = v0 sin θ0, θ̇0 = ω0, (3)

where v0 and ω0 satisfy the following assumption:

[A2] v0(t) and ω0(t) are differentiable in t, and v̇0(t) and

ω̇0(t) are bounded.

The mobile robot (1) is allowed to use its local coordinate

frame, i.e., the Frenet-Serret frame, with the origin at its

position p and the x-axis coincident with its orientation θ.

Denote the error coordinate with respect to the target by using

the following coordinate transformation [21]:

pe = [xe ye]
T = R(θ)(p0 − p), θe = θ0 − θ. (4)

where R(·) =
[

cos(·) sin(·)
− sin(·) cos(·)

]

.

Then, based on the definition of the problem of simulta-

neous stabilization and tracking [1, Definition 1], the target

enclosing and trajectory tracking control problems considered

in this letter are formally defined as follows.

Problem 1 (Target enclosing control problem): Given a

target located at p0 = [x0 y0]
T and a desired radius r, for a

mobile robot (1) subject to a disturbance generated by system

(2), with any initial states [pT(t0) θ(t0)]
T ∈ R

3, ∀t0 ≥ 0, find

a dynamic control law in the form of

[v ω]T = σ(pe,ρ, r), ρ̇ = ς(pe,ρ, r), (5)

such that p(t) is bounded for all t ≥ t0 and

lim
t→∞

(p(t)− p0) = r [sin θ(t) − cos θ(t)]
T
. (6)

where ρ, to be designed later, is an internal state, and σ(·)
and ς(·) are sufficiently smooth functions.

Problem 2 (Trajectory tracking control problem): Given

a reference trajectory [pT

0 θ0]
T generated by system (3), for a

mobile robot (1) subject to a disturbance generated by system

(2), with any initial states [pT(t0) θ(t0)]
T ∈ R

3, ∀t0 ≥ 0, find

a dynamic control law in the form of

[v ω]
T
= σ(pe, θe,ρ, v0, ω0), ρ̇ = ς(pe, θe,ρ, v0, ω0), (7)

such that p(t)− p0(t) is bounded for all t ≥ t0 and

lim
t→∞

(p(t) − p0(t)) = 0, lim
t→∞

(θ(t) − θ0(t)) = 2Kπ. (8)

where K is some integer, ρ is an internal state to be designed,

and σ(·) and ς(·) are sufficiently smooth functions.

Remark 2.1: Under assumption [A1], ε = [ε1 ε2]
T can

describe linear combinations of a finite number of sinusoidal

signals and step signals, and can be written in the form of

εi = αi +
∑ni

j=1 βij sin(γijt+ φij), i = 1, 2, (9)

with unknown αi, βij , and φij , j = 1, ..., ni. It is known that

a periodic signal can be represented as a sum of sinusoids

by Fourier series expansion. Thus, a large class of persistent

external disturbances with unbounded energy are included in

the problem formulation. In practice, some input disturbances

can be persistent and periodical, which is caused by some

malfunction of engine or actuation, such as motor offset and

wear and tear of devices, and by some external environmental

perturbations, such as steady wind, airflow, and friction.

Remark 2.2: In [18] and [19], the disturbance ε = [ε1 ε2]
T

was generated by the following linear exogenous system

ε1 = bT

1z1, ż1 = S1z1, ε2 = bT

2z2, ż2 = S2z2. (10)

Note that system (2) can also be written in the form of (10),

and vice versa. Vectors b1, b2, and matrices S1 and S2 were as-

sumed to satisfy [A1’] b1b
T

1S1 and b2b
T

2S2 are negative semi-

definite [18], or [A1”] b1b
T

1S1+ST

1b1b
T

1 and b2b
T

2S2+ST

2b2b
T

2

are negative semi-definite [19]. These assumptions imply that

ε will not diverge, which can be observed by choosing a

Lyapunov function candidate Vε1 = 1
2ε

2
1 and then obtaining

V̇ε1 = zT

1b1b
T

1S1z1 = 1
2z

T

1(b1b
T

1S1 + ST

1b1b
T

1)z1 ≤ 0.

However, [A1’] and [A1”] limit the scope of the disturbances

in the sense that ε(t) cannot represent linear combinations of

a finite number of sinusoidal signals. For example, ε(t) =

[
√
2
6 + 1

3 sin(
3
5 t+

π
4 )

√
2
6 + 1

15 sin(
3
5 t+

π
4 )− 1

5 cos(
3
5 t+

π
4 )]

T

is a signal generated by the exogenous system (10) with S1 =

S2 =





0.2 −1 0
0.4 −0.2 0
0 0 0



, b1 =





1
0
1



, and b2 =





0
1
1



.

It can be verified that assumptions [A1’] and [A1”] are not

satisfied. While this ε(t) is a signal in the form of (9) which

is generated by system (2) with S = S1 satisfying [A1]. Note

that there exists a matrix P > 0 satisfying

PS + STP ≤ 0, (11)

if and only if assumption [A1] is satisfied.
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III. MAIN RESULTS

In this section, we present solutions to the target enclosing

and trajectory tracking control problems along with stability

analysis of the closed-loop systems respectively.

A. Solution to Target Enclosing Control Problem

First, we solve the target enclosing control problem.

Define a tracking error e := [ex ey]
T as

e := [ex ey]
T = pe −

[

0
r

]

. (12)

Then, the error dynamics can be expressed as

ė = (ω + ε2)Ae− (v − ωr + ε1 − ε2r)

[

1
0

]

, (13)

where A =

[

0 1
−1 0

]

. To achieve (6), it suffices to show

lim
t→∞

e(t) = 0. (14)

To find a solution in the form of (5), we first introduce the

following internal states:

ê := [êx êy]
T ∈ R

2, ẑ ∈ R
m, ε̂ := [ε̂1 ε̂2]

T = [bT

1ẑ bT

2ẑ]
T.

Then, the following dynamic control law is proposed.

v = v0 − ε̂1, (15)

ω =
v0
r

− ε̂2 −
k

r

êx
√

1 + ê2x
, (16)

˙̂e = (ω + ε̂2)Aê+ L(e− ê)− k(êx − ex)
√

1 + ê2x

[

1
0

]

, (17)

˙̂z = Sẑ + P−1(b2(e− ê)TAe− [b1 b2]

[

−1
r

]

(êx − 2ex)),

(18)

where v0 is a non-zero constant, k is any positive constant,

L ∈ R
2×2 is any matrix satisfying L + LT > 0, and P ∈

R
m×m is a positive definite matrix satisfying inequality (11)

under assumption [A1]. The initial states ê(t0) and ẑ(t0) can

be arbitrarily chosen in R
2 and R

m respectively.

Then, we have the following theorem.

Theorem 1: The target enclosing control problem, i.e., Pro-

blem 1, is solved by control law (15)–(18) under assumption

[A1].

Proof: Define ẽ := [ẽx ẽy]
T, z̃, and ε̃ := [ε̃1 ε̃2]

T as

ẽ = ê− e, z̃ = ẑ − z, ε̃ = ε̂− ε. (19)

The augmented closed-loop system consisting of (2), (13), and

(15)–(18) can be written as

ė = (ω + ε2)Ae− (ε̃2r − ε̃1 +
k(ẽx + ex)
√

1 + ê2x
)

[

1
0

]

, (20)

˙̃e = (ω + ε̂2)Aẽ+ ε̃2Ae− Lẽ

+ (ε̃2r − ε̃1 +
kex

√

1 + ê2x
)

[

1
0

]

, (21)

˙̃z = Sz̃ − P−1(b2ẽ
TAe+ [b1 b2]

[

−1
r

]

(ẽx − ex)). (22)

Consider a Lyapunov function candidate V (t, e, ẽ, z̃) :
R≥0 × R

2 × R
2 × R

m → R as

V (t, e, ẽ, z̃) = 1
2e

Te+ 1
2 ẽ

Tẽ+ 1
2 z̃

TP z̃, (23)

which is positive definite and decrescent. Taking the time

derivative of V (t, e, ẽ, z̃) along the trajectories of system

(20)–(22) yields

V̇ =
ω + ε2

2
eT(A+AT)e− ex(ε̃2r − ε̃1)−

k(exẽx + e2x)
√

1 + ê2x

+
ω + ε̂2

2
ẽT(A+AT)ẽ+ ε̃2ẽ

TAe− 1
2 ẽ

T(L + LT)ẽ

+ ẽx(ε̃2r − ε̃1) +
kexẽx

√

1 + ê2x
+ 1

2 z̃
T(PS + STP )z̃

− ε̃2ẽ
TAe− (ε̃2r − ε̃1)(ẽx − ex)

≤ − ke2x
√

1 + ê2x
− 1

2 ẽ
T(L+ LT)ẽ ≤ 0, (24)

where it is noted that A + AT = 0, PS + STP ≤ 0

and L + LT > 0. V̇ (t, e, ẽ, z̃) ≤ 0 shows that the aug-

mented closed-loop system (20)–(22) is uniformly stable, and

that V (t, e, ẽ, z̃) is nonincreasing in t and bounded. Then,

lim
t→∞

∫ t

t0
V̇ (τ, e, ẽ, z̃)dτ exists and is finite. It follows from

V (t, e(t), ẽ(t), z̃(t)) ≤ V (t0, e(t0), ẽ(t0), z̃(t0)) that e, ẽ,

and z̃ are bounded, which implies that p, ε̃, ė, ˙̃e, and ˙̃z are

bounded. Hence, V̈ (t, e, ẽ, z̃) is bounded and V̇ (t, e, ẽ, z̃) is

uniformly continuous in t. By Barbalat’s Lemma,

lim
t→∞

ex(t) = 0, lim
t→∞

ẽ(t) = 0. (25)

Next, we employ the extended Barbalat’s Lemma (Lemma

A.1) to show lim
t→∞

ey(t) = 0.

It follows from (17) that the time derivative of êx is

˙̂ex = (ω + ε̂2)(ey + ẽy)−
kẽx

√

1 + ê2x
− [1 0]Lẽ. (26)

Then, let

h1 = (ω + ε̂2)ey =
v0
r
ey, (27)

h2 = (ω + ε̂2)ẽy −
kẽx

√

1 + ê2x
− [1 0]Lẽ. (28)

It follows from (25) and (28) that lim
t→∞

h2(t) = 0. Note that

e is bounded and ε is also bounded under assumption [A1].

Then, it follows from (20) and (27) that ḣ1(t) exists and is

bounded, and then h1(t) is uniformly continuous in t. By

Lemma A.1, lim
t→∞

h1(t) = 0, and thus lim
t→∞

ey(t) = 0.

This completes the proof.

Remark 3.1: Introducing the internal state ê along with

(17) helps establish the result lim
t→∞

ey(t) = 0. Introducing ε̂

only and using an adaptive control law in the form of

[v ω]T = σ(e, ẑ, r), ˙̂z = ς(e, ẑ, r), (29)

would lead to the lack of a suitable differentiable function for

proving lim
t→∞

ey(t) = 0 by the extended Barbalat’s Lemma.

Then, only lim
t→∞

ex(t) = 0 can be shown and lim
t→∞

ey(t) = 0

cannot be guaranteed.
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Remark 3.2: In the case where v is required to be a constant

[3], i.e., v = v0, ω in (16) can be modified as

ω =
v0
r

− ε̂2 +
ε̂1
r

− k

r

êx
√

1 + ê2x
. (30)

Moreover, if S = 0, the constant v0 needs to be adjusted if

(1) v0 + ε1(t) = 0 and (2) v0 + lim
t→∞

ε̂1(t) = 0. The first

case is trivial since the mobile robot cannot move if ṗ ≡ 0.

The second case occurs when ε̂1(t) happens to converge to

−v0. With v = v0 and ω in (30), (27) becomes h1 = 1
r
(v0 +

ε̂1)ey . In this case, v0 is required to be adjusted such that

lim
t→∞

ey(t) = 0 can be guaranteed.

Remark 3.3: The target enclosing control problem of one

or multiple mobile robots was studied by several works with

different focuses, see [2]–[5]. However, these works did not

consider any disturbances. While the existence of disturbance

in velocities, i.e., the input channels of the mobile robot is

taken into account in this paper.

B. Solution to Trajectory Tracking Control Problem

Then, we solve the trajectory tracking control problem.

Use [pT

e θe]
T as the tracking error, and the error dynamics

can be expressed as

ṗe = (ω + ε2)Ape −
[

v + ε1
0

]

+ v0

[

cos θe
sin θe

]

, (31)

θ̇e = ω0 − ω − ε2. (32)

where A =

[

0 1
−1 0

]

. To achieve (8), it suffices to show

lim
t→∞

pe(t) = 0, lim
t→∞

sin θe(t)
2 = 0. (33)

To find a solution in the form of (7), we introduce the

following internal states:

p̂e := [x̂e ŷe]
T ∈ R

2, ẑ ∈ R
m, ε̂ := [ε̂1 ε̂2]

T = [bT

1ẑ bT

2ẑ]
T,

and propose the following dynamic control law:

v = v0 +
k1x̂e

√

1 + p̂T
ep̂e

− ε̂1, (34)

ω = ω0 +
k2v0[− sin θe

2 cos θe
2 ]pe + k3 sin

θe
2

√

1 + p̂T
ep̂e

− ε̂2, (35)

˙̂pe = (ω + ε̂2)Ap̂e −
[

v + ε̂1
0

]

+ v0

[

cos θe
sin θe

]

+
k2v0[−1 + cos θe sin θe]pe(pe + p̂e)

√

1 + p̂T
ep̂e

√
1 + pT

epe(
√

1 + p̂T
ep̂e +

√
1 + pT

epe)

+
k1k2xe

√

1 + p̂T
ep̂e

√
1 + pT

epe

[

1
0

]

+ L(pe − p̂e), (36)

˙̂z = Sẑ + P−1b2((pe − p̂e)
TApe − 2 sin θe

2 )

− P−1b1(xe − x̂e +
k2xe√
1 + pT

epe

), (37)

where k1 and k3 are any positive constants, k2 satisfies

0 < k2 ≤ | lim
t→∞

ω0(t)/ lim
t→∞

v0(t)| if both v0(t) and ω0(t)

have finite and non-zero limits as t → ∞; otherwise k2 is

any positive constant, L ∈ R
2×2 is any matrix satisfying

L + LT > 0, P ∈ R
m×m is a positive definite matrix

satisfying inequality (11) under assumption [A1]. The initial

states [p̂T

e(t0) ẑ
T(t0)]

T can be arbitrarily chosen in R
2 × R

m.

Then, we have the following theorem.

Theorem 2: The trajectory tracking control problem, i.e.,

Problem 2, is solved by control law (34)–(37) if assumptions

[A1]–[A2] are satisfied and either v0(t) or ω0(t) does not

converge to zero as t → ∞.

Proof: Define p̃e := [x̃e ỹe]
T, z̃, and ε̃ := [ε̃1 ε̃2]

T as

p̃e = p̂e − pe, z̃ = ẑ − z, ε̃ = ε̂− ε. (38)

The augmented closed-loop system consisting of (2), (31), and

(34)–(37) can be written as

ṗe = (ω + ε2)Ape +

[

v0(cos θe − 1)− k1(x̃e+xe)√
1+p̂T

e
p̂e

+ ε̃1

v0 sin θe

]

,

(39)

θ̇e =
k2v0(xe sin

θe
2 − ye cos

θe
2 )− k3 sin

θe
2

√

1 + p̂T
ep̂e

+ ε̃2, (40)

˙̃pe = (ω + ε̂2)Ap̃e + ε̃2Ape − Lp̃e

+
k2v0(xe(cos θe − 1) + ye sin θe)(pe + p̂e)

√

1 + p̂T
ep̂e

√
1 + pT

epe(
√

1 + p̂T
ep̂e +

√
1 + pT

epe)

+ (
k1k2xe

√

1 + p̂T
ep̂e

√
1 + pT

epe

− ε̃1)

[

1
0

]

, (41)

˙̃z = Sz̃ − P−1b2(p̃
T

eApe + 2 sin θe
2 )

+ P−1b1(x̃e −
k2xe√
1 + pT

epe

). (42)

Consider a Lyapunov function candidate V (t,pe, θe, p̃e, z̃) :
R≥0 × R

2 × R× R
2 × R

m → R as

V (t,pe, θe, p̃e, z̃) =
1
2 p̃

T

ep̃e +
1
2 z̃

TP z̃ + 8 sin2 θe
4

+ k2(
√

1 + pT
epe − 1), (43)

which is positive definite and decrescent. Taking the time

derivative of V (t,pe, θe, p̃e, z̃) along the trajectories of system

(39)–(42) yields

V̇ = − k1k2xe(xe + x̃e)√
1 + pT

epe

√

1 + p̂T
ep̂e

+
k2xeε̃1√
1 + pT

epe

− 2k3 sin
2 θe

2
√

1 + p̂T
ep̂e

+ 2ε̃2 sin
θe
2 +

k2v0(xe(cos θe − 1) + ye sin θe)
√

1 + p̂T
ep̂e

− 2k2v0 sin
θe
2 (ye cos

θe
2 − xe sin

θe
2 )√

1 + pT
epe

+ ε̃2p̃eApe

− ε̃1x̃e +
1
2 (ω + ε̂2)p̃

T

e(A+AT)p̃e − 1
2 p̃

T

e(L+ LT)p̃e

+
k1k2xex̃e√

1 + pT
epe

√

1 + p̂T
ep̂e

− k2v0(xe(cos θe − 1)

+ ye sin θe)(
1

√

1 + p̂T
ep̂e

− 1√
1 + pT

epe

)− 2ε̃2 sin
θe
2

− ε̃2p̃eApe + ε̃1x̃e −
k2ε̃1xe√
1 + pT

epe

+ 1
2 z̃

T(PS + STP )z̃

=
−k1k2x

2
e√

1 + pT
epe

√

1 + p̂T
ep̂e

− 2k3 sin
2 θe

2
√

1 + p̂T
ep̂e

− 1
2 p̃

T

e(L+ LT)p̃e

≤ 0 (44)
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where it is noted that A + AT = 0, PS + STP ≤ 0 and

L + LT > 0. V̇ (t,pe, θe, p̃e, z̃) ≤ 0 implies that the aug-

mented closed-loop system (39)–(42) is uniformly stable, and

V (t,pe, θe, p̃e, z̃) is nonincreasing in t and bounded. Then,

V (t,pe, θe, p̃e, z̃) has a finite limit as t → ∞, which implies

that pe, p̃e, z̃, ε̃, and
∫ t

t0
V̇ (τ,pe, θe, p̃e, z̃)dτ also have

finite limits as t → ∞. Since V (t,pe(t), θe(t), p̃e(t), z̃(t)) ≤
V (t0,pe(t0), θe(t0), p̃e(t0), z̃(t0)), then pe, p̃e, z̃, and ε̃ are

bounded, and p − p0, ṗe, θ̇e, ˙̃pe, ˙̃z and ˙̃ε are also bounded.

Thus, V̈ (t,pe, θe, p̃e, z̃) is bounded and V̇ (t,pe, θe, p̃e, z̃) is

uniformly continuous in t. By Barbalat’s Lemma,

lim
t→∞

xe(t) = 0, lim
t→∞

sin θe(t)
2 = 0, lim

t→∞
p̃e(t) = 0. (45)

Next, we employ the extended Barbalat’s Lemma (Lemma

A.1) to show lim
t→∞

ye(t) = 0.

Define the following two functions

µ1 = xe + x̃e, µ2 = ye sin θe. (46)

By (39) and (41), µ̇1 and µ̇2 can be written in the form of

µ̇1 = h11 + h12 and µ̇2 = h21 + h22, where

h11 = (ω + ε̂2)ye = (ω0 +
k2v0ye cos

θe
2

√

1 + p̂T
ep̂e

)ye, (47)

h12 = (ω + ε̂2)ỹe − v0(cos θe − 1) +
k(x̃e + xe)
√

1 + p̂T
ep̂e

+
v0(xe(cos θe − 1) + ye sin θe)(2xe + x̃e)

√

1 + p̂T
ep̂e

√
1 + pT

epe(
√

1 + p̂T
ep̂e +

√
1 + pT

epe)

+
k1k2xe

√

1 + p̂T
ep̂e

√
1 + pT

epe

− [1 0]Lp̃e, (48)

h21 = ye cos θe(ε̃2 −
k2v0ye cos

θe
2

√

1 + p̂T
ep̂e

), (49)

h22 = ẏe sin θe + ye cos θe
k2v0xe sin

θe
2 + k3 sin

θe
2

√

1 + p̂T
ep̂e

. (50)

It follows from (45), (48), and (50) that lim
t→∞

h12(t) = 0

and lim
t→∞

h22(t) = 0. Since pe, p̃e, and ε̃ are bounded and

ε is also bounded under assumption [A1], it follows from

assumption [A2], (39), (40), (47), and (49) that ḣ11(t) and

ḣ21(t) exist and are bounded. Then, h11(t) and h21(t) are

uniformly continuous in t. By Lemma A.1, we have

lim
t→∞

h11(t) = 0, lim
t→∞

h21(t) = 0. (51)

If v0(t) does not converge to zero and lim
t→∞

ω0(t) = 0,

lim
t→∞

h11(t) = lim
t→∞

k2v0(t)y
2

e
(t)√

1+ŷ2
e
(t)

= 0 leads to lim
t→∞

ye(t) = 0.

If lim
t→∞

v0(t) = 0 and ω0(t) does not converge to zero,

lim
t→∞

h11(t) = lim
t→∞

ω0(t)ye(t) = 0 leads to lim
t→∞

ye(t) = 0.

If neither v0(t) nor ω0(t) converges to zero, it follows from

(51) that lim
t→∞

(h11(t) + h21(t)) = 0, i.e.,

lim
t→∞

(ye(t)(ω0(t) + ε̃2(t))) = 0. (52)

Note that lim
t→∞

ε̃2(t) exists and is finite. Then, if lim
t→∞

ω0(t)

does not exist, it follows from (52) that lim
t→∞

ye(t) = 0. If

ω0(t) has a finite and non-zero limit and lim
t→∞

v0(t) does not

exist, lim
t→∞

h11(t) = lim
t→∞

((ω0(t) +
k2v0(t)ye(t)√

1+ŷ2
e
(t)

)ye(t)) = 0

leads to lim
t→∞

ye(t) = 0. If both v0(t) and ω0(t) have finite

and non-zero limits, the selection of k2 in this case yields

lim
t→∞

h11(t) = lim
t→∞

ω0(t)(1 + δye(t)√
1+ŷ2

e
(t)

)ye(t) = 0 with

|δ| ≤ 1. Since 1+ δye√
1+ŷ2

e

> 0 for ye ∈ R, then lim
t→∞

ye(t) = 0.

Hence, if either v0(t) or ω0(t) does not converge to zero as

t → ∞, then lim
t→∞

ye(t) = 0.

This completes the proof.

Remark 3.4: Assumption [A2] is required to facilitate the

extended Barbalat’s Lemma. Moreover, the P.E. condition that

either v0(t) or ω0(t) does not converge to zero, is the same

as that in [8], and is needed to show lim
t→∞

ye(t) = 0.

Remark 3.5: By setting a circular trajectory with radius r
around the given target as the reference trajectory, the objective

of Problem 1 can be achieved by control law (34)–(37) for

Problem 2. However, it follows from (5) and (7) that the

definitions of Problems 1 and 2 are essentially different in

the sense that θe is not required for the solution to Problem

1. As θe is not used in control law (15)–(18), from a practical

view of point, the implementation of control law (15)–(18) is

easier than that of control law (34)–(37).

Remark 3.6: For the trajectory tracking control problem,

several kinds of bounded kinematic disturbances were con-

sidered in [14]–[17]. In this paper, we consider the input

disturbances of the mobile robot as in [18]–[20]. Full rejection

with respect to a wider class of input disturbances than that

in [18] and [19] is achieved.

Remark 3.7: In practice, some disturbances are generated

by system (2) with a non-constant matrix S. For instance,

disturbances caused by motor vibration depend on the velocity,

that is, S is a function of v or ṗ. In some scenarios, the

model of system (2) may not be known, i.e., matrix S may be

unknown. These cases are out of scope of this paper, but are

our on-going or future research topics.

IV. AN ILLUSTRATIVE EXAMPLE

In this section, we present an example of a mobile robot (1)

with an input disturbance ε(t) in target enclosing and trajec-

tory tracking respectively. The disturbance ε(t) is caused by

an external environmental perturbation as given in the example

of Remark 2.2. According to (11), the positive-definite matrix

P can be chosen as P =





2 −1 0
−1 5 0
0 0 1



. The initial state

of the robot is given by [x(0) y(0) θ(0)]T = [5 5 π
10 ]

T.

First, consider a target located at p0 = [0 0]T and a desired

radius r = 3. Set v0 = 5, k = 10 and L = diag(1, 1). It

is shown in Fig. 1 that under control law (15)–(18), e(t) can

converge to zero, i.e., the objective of target enclosing (6) can

be achieved.

Then, consider a reference trajectory generated by (3) with

p0(0) = [18 18]T, θ0(0) = π
5 , v0(t) = 5

4 − 1
4 cos

1
4 t, and

ω0(t) = 1
4 cos

1
2 t. Set k1 = 1, k2 = 2, k3 = 1, and L =

diag(100, 100). It is shown in Fig. 2 and Fig. 3 that under

control law (34)–(37), pe(t) and θe(t) can converge to zero,

i.e., the objective of trajectory tracking (8) can be achieved.
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Fig. 1. Tracking error e in target enclosing during 0-100s.
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Fig. 2. Tracking error pe in trajectory tracking during 0-100s.
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Fig. 3. Tracking error θe in trajectory tracking during 0-100s.

All these simulation results verify the effectiveness of the

proposed control laws.

V. CONCLUSIONS

In this letter, we have proposed two dynamic control laws

such that a mobile robot can enclose a given target or track

a reference trajectory in the presence of a class of input

disturbances. The concerned disturbance can describe linear

combinations of a finite number of sinusoidal signals and

step signals. Disturbance rejection can be achieved with the

proposed control laws. For the future work, we will investigate

the disturbance rejection in moving-target enclosing of a

mobile robot and the coordination of multiple mobile robots.

APPENDIX

The following lemma is known as the extended Barbalat’s

Lemma [22, Lemma A.14].

Lemma A.1 ( [22, Lemma A.14]): If a differentiable func-

tion f(t) ∈ R has a finite limit as t → ∞, and its time

derivative can be written as ḟ(t) = g1(t)+ g2(t), where g1(t)

is a uniformly continuous function and lim
t→∞

g2(t) = 0, then

lim
t→∞

ḟ(t) = 0 and lim
t→∞

g1(t) = 0.
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